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Abstract
Through my doctoral research, I aim to reduce privacy risks
in the context of photo-sharing online by developing tools
and techniques that are both effective (in minimizing pri-
vacy risks) and usable. In solving this problem, I am taking
a holistic socio-technical approach and proposing mecha-
nisms to lessen the privacy risks of both the photo-sharers
(or owners) and other people captured (sometimes un-
intentionally) in their photographs. More specifically, my
goal is to i) design image transforms to effectively obfus-
cate privacy-sensitive content while preserving utility for
human viewers, ii) develop techniques to automatically de-
tect scene elements that may threaten privacy of people
appearing photographs, and, iii) design behavioral interven-
tions to persuade people to be more protective of their own
and others’ privacy. With my research, I hope to contribute
to promoting privacy-protective behaviors and making on-
line space more privacy-friendly.
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Introduction and Motivation
Photos capture memorable life-events, and sharing them
with others provides a natural mechanism for people to ex-
press themselves and interact with one another [20]. With
the popularization of online social networks (OSNs) in the
past few years, the volume of photo-sharing activity has
dramatically increased [11, 28]. Such (re-)sharing has, in
turn, led to a rise in (sometimes accidental) privacy vio-
lations, e.g., by revealing an individual’s identity, location,
activity, and so on, which may harm their impression man-
agement, subject them to surveillance or targeted advertis-
ing, and threaten their physical and property security [4, 45,
32, 1, 39]. As photo-sharing platforms are now becoming
more popular than traditional social networks [19, 7] both
the number of photos shared and the number of viewers of
such photos will continue to increase, resulting in a higher
rate of privacy violations.

Prior research has identified two strategies for reducing
privacy risks – 1)limiting access to a shared item, and 2)
modifying the item before sharing to remove sensitive con-
tent. Platforms like Facebook offer privacy settings that al-
low users to restrict unintended audiences from accessing
a shared item. Such mechanisms, however, fall short in
preventing re-sharing of photos in the same or other plat-
forms that allow a larger audience to access the content.
Furthermore, privacy violations may happen even when
only the intended group of people can view the shared item,
e.g., when some properties of the object or people cap-
tured in a photo are privacy-sensitive, rather than the sub-
ject matter of the photo or the identities of the individuals.
Indeed, prior research has identified objects and proper-
ties that people consider as privacy-sensitive, even when

viewed by only the intended audience [18, 36, 24, 9, 4, 2].
Access restriction mechanisms also fail to prevent privacy
violations when multiple people co-own a photo and they
have different sharing preferences (e.g., public vs. friend-
only) [40]. Obscuring sensitive regions in a photo before
sharing it might be a viable solution to this problem, and
prior research has proposed image-filters to do that [16, 29,
48]. Since managing self-impression by sharing photos of
high visual-aesthetic [35], and gathering information by ob-
serving other people’s photos [43] are important motivations
for using OSNs, an additional challenge is to retain enough
utility (such as visual aesthetics and information content) for
the human viewers in the obfuscated images. Significantly
lowering photo utility may also discourage adopting these
privacy-enhancing techniques (PETs). Thus, one goal of
my dissertation research is to design image obfusca-
tion mechanisms that would effectively obscure sensi-
tive content while preserving utility for human viewers.

Besides utilizing access control mechanisms provided
by OSNs, to reduce privacy risks, people engage in self-
censoring behaviors ranging from restricting their sharing
to withdrawing themselves from OSNs altogether [37, 46,
38]. People also exercise control offline to avoid sharing
co-owned photos with undesired audiences [40] or photos
captured and shared by other people [30]. On one hand,
abandoning OSNs prevents people from receiving the so-
cial benefits they offer [43, 13, 22, 50], on the other hand, it
does not provide adequate protection from privacy risks.
Photos taken in public places inadvertently capture by-
standers (i.e., people who were captured unintentionally
and are not essential to the photo) and when these photos
are shared online can pose privacy risks for the bystanders.
Technologies have been proposed that allow bystanders to
communicate their privacy preferences with the photogra-
phers [6, 34, 3, 33, 49] (e.g., using a smartphone app that

https://dl.acm.org/ccs/ccs_flat.cfm


broadcasts preferences using Bluetooth). Unfortunately,
this approach promotes the notion of ‘by-default-public’,
since it requires the bystanders, who are the victims of
privacy violations, to be proactive to keep their data pri-
vate. Moreover, broadcasting privacy preferences publicly
(e.g., using visual markers [6] or hand gestures [34]) in it-
self might be a privacy violation. Finally, most of these tools
require a bystander’s device to share sensitive data (such
as facial features [3, 49] and location [33]) so that the pho-
tographer’s device can identify them and apply the intended
privacy policy. The second goal of my doctoral research
is to detect bystanders in photos automatically using
computer vision and machine learning. This approach
has the potential to enforce a privacy-by-default policy, in
which identities and other sensitive attributes of bystanders
can be protected (e.g., by obscuring them) without requiring
explicit action or sharing any sensitive data.

Table 1: Privacy filters (Blur, Edge,
and Pixel had three levels of
strength, resulting in 11 filters in
total)

• Blur
• Edge
• Pixel
• Silhouette
• Mask

Most often than not, there is a trade-off between the usabil-
ity of a system (e.g., online social platforms) and ensuring
security and privacy in that system. In the context of photo-
sharing online, using privacy-enhancing tools (e.g., image
filters) may hamper the users’ primary goal of the shar-
ing act (e.g., by reducing utility for the viewers and hence
discouraging social interactions). How can we persuade
OSN users to adopt privacy-enhancing tools, especially
when other peoples’ (e.g., bystanders) privacy, rather than
their own, is at stake? The third goal of my dissertation
research is to design effective textual and visual in-
terventions to persuade people to adopt PETs and be
more protective of their own and others’ privacy.

Research Projects and Current Progress
Obfuscating sensitive contents in images
The goal of this project is to identify and/or design image
filters that would effectively obscure privacy-sensitive at-

tributes of people (e.g., facial expression) and other objects
(e.g., text on an electronic screen) while preserving enough
utility (e.g., visual aesthetics) for the viewers. In a study, we
applied eleven filters (Table 1) on twenty privacy-sensitive
attributes (Table 2) and showed the obfuscated images to
the participants. We measured five dependent variables – if
the obfuscated content could still be identified, identification
confident of the participants, and three utility variables: per-
ceived information content [31], perceived visual aesthetic,
and overall satisfaction as a viewer [10]. While we identified
many filters that were effective in obscuring the intended at-
tribute, our findings also identified a clear trade-off between
privacy and utility – the more effective a filter was, the more
aggressively it reduced utility for the viewers. These find-
ings were published at CHI’2018 [14].

The previous experiment [14] revealed a negative associa-
tion between the effectiveness of a filter to protect the pri-
vacy and how much it preserves utility. To design filters that
can balance both privacy and utility, however, it is impor-
tant to understand interactions among the utility variables
themselves. We conducted path model analyses on the
data from previous study [14] to investigate how the three
utility variables affect one another and to quantify the direct
and indirect impact of the filters on ‘viewer satisfaction’ [10],
the dependent variable we want to ultimately maximize. We
found that the indirect (negative) effect of the filters on sat-
isfaction via information-content and visual-aesthetic over-
whelmed the (negative) direct impact. This led to the idea
that, if information-content or visual-aesthetic of images
with privacy-enhancing filters applied can be improved, that
may lead to an eventual increase in viewers’ satisfaction.
Since obfuscating image regions with filters will inevitably
reduce information-content, we focused on improving the
visual aesthetics of the remaining parts of the images us-
ing artistic image transforms. We selected three artistic



transforms that are well-studied in computer vision litera-
ture [12, 42, 47], and applied them on the privacy-enhanced
images to beautify them. Using these images as stimuli,
we conducted a new study similar to the prior one [14] and
measured the same three utility variables. We found that,
in some cases, the visual-aesthetic improved, but the trans-
forms failed to overcome the destructive effects of the filters
and improve satisfaction. These results were published at
CHI’2019 [15].

Table 2: Privacy sensitive
attributes

• Activity
• Age
• Dress
• Ethnicity
• Facial expression
• Gender
• Hair
• Computer monitor
• Computer application
• Text on monitor
• Document class
• Text on a document
• Document type
• Indoor
• Specific indoor space
• Outdoor
• Specific outdoor space
• Laundry
• Food

Detecting sensitive content in photos
A large body of prior research is dedicated on reducing the
privacy risks of the image-owners and their friends, e.g., by
detecting sensitive objects in photos [41, 21] and providing
an overall ‘privacy-sensitivity’ ratings [27] using computer
vision and machine learning. My research is complemen-
tary to those efforts, where I attempt to detect bystanders in
images automatically so that measures can be taken to pro-
tect their privacy (e.g., by obscuring their identity). This is a
challenging problem because subjects and bystanders in a
photo may not always have very distinctive visual character-
istics. This categorization also depends on the interactions
among people appearing in the photo as well as the con-
text and the environment in which the photo was taken. We
approach this problem by conducting a user study to inves-
tigate how humans conceptualize and classify bystander
and subject in a photo.1 Study participants labeled peo-
ple in a set of 5000 photos taken in the wild [23] as subject
or bystander and provided reasons for particular labeling.
They also rated each person in terms of several visual char-
acteristics (Table 3). Correlation and regression analyses
on data obtained from this study justified our intuition that

1Merriam Webster defines ‘Bystander’ as “one who is present but
not taking part in a situation or event: a chance spectator,” but this leaves
much open to context and socio-cultural norms.

Figure 1: Factor loadings of the high-level visual characteristics
and other features obtained from annotation data across the two
extracted factors. The numeric values of the loadings are
displayed within braces with the legend.
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these visual characteristics are relevant for the classifica-
tion task. From exploratory factor analysis, we identified two
underlying constructs (factors) that humans use to classify
a person as a subject or bystander – i) visual appearance,
and ii) how prominent a person is in the photo. The factor
loadings on these two factors are shown in Figure 1.

Our eventual goal is to classify bystanders and subjects
automatically, and we experimented with two different ap-
proaches to doing it. In the first approach, we trained deep



neural networks with various features extracted from im-
age data, such as features for distinguishing a person from
other objects [17]), features related to body orientation [8],
and features related to facial expressions [25]. In the sec-
ond approach, we used the aforementioned features to first
predict the high-level, intuitive visual characteristics (Ta-
ble 3). Then these predicted values were used to train the
classifier model. We evaluated both models by doing 10-
fold cross-validations. The average classification accuracy
obtained from the first approach was 76%, whereas the
second approach yielded an accuracy of 85% (also see
Figure 2). This improvement suggests that the high-level
features contain information more pertinent to the classifi-
cation of subject/bystander and with less noise compared to
the lower-level features they were derived from. This again
justifies our selection of the intuitive, high-level features,
and helps to interpret the classification model parameters
more easily. These findings are currently being reviewed for
publication.

Designing interventions to encourage privacy-protective behav-
ior
To identify and/or design persuasive interventions, it is im-
portant to understand how people conceptualize privacy
in the context of image sharing and how do they make de-
cisions to share images. In a recent study (to appear at
S&P’2020 [5]), we asked participants how likely they are to
share photo memes containing people unknown to them in
three experimental conditions. In two of these conditions,
we incorporated textual priming by asking them first to i)
imagine themselves as the subjects of the photos, and ii)
consider the privacy preference of the subjects in the pho-
tos. These memes were also rated for valence (i.e., if they
portray the subjects positively or negatively) by 400 peo-
ple in a separate experiment. We found that, in all condi-
tions, people were less likely to share negative photos than

Figure 2: Receiver operating characteristic (ROC) plots for
classifier models using predicted values of the high-level visual
characteristics.
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the positive ones. When we compared sharing likelihood
across conditions, to our surprise, we found that the likeli-
hood was significantly higher in the two experimental con-
ditions than the control condition. To explain this counter-
intuitive result, we conducted a follow-up study where in ad-
dition to the previous questions, we asked the participants
to explain why they had made a certain sharing decision.
Analysis of the qualitative responses (after coding) revealed

Table 3: Measured visual
characteristics of people in photos.

• If the person
appears to be com-
fortable being in the
photo.
• If the person ap-
pears to be aware of
being photographed.
• If the person ap-
pears to be willing to
be in the photo.
• If the person ap-
pears to be posing
for the photo.

that, indeed, participants considered the privacy implica-
tions of their sharing decision more often when primed to
think about others’ privacy (condition 3) compared to the
other two conditions. But they decided to share anyway be-
cause they perceived no privacy risks. One possible reason
for thinking in this way could be reactance, or the tendency
for seemingly unnecessary rules or prompts to elicit the
opposite effect as intended [26]. Past research has also
shown that when people explicitly reject the values of the
primes, priming might encourage the opposite action [44].
For example, if participants do not value others’ privacy, but
are reminded of others’ privacy, this could cause them to
share more rather than less. Yet another possible reason
might be that, when primed to think about privacy, partic-
ipants might have decided exclusively based on whether
there was any privacy risk associated with their sharing
decision. But in the other conditions they might have con-
sidered many other aspects (e.g., photo quality, whether the
audience will like it, and if the photo is entertaining enough
and so on) including privacy, thus found more reasons to
not share. Currently, we are conducting more experiments
to understand this complex and multifaceted problem and
identify effective interventions.

Future work
I am planning and designing new research experiments for
all three of the research projects that I am involved in.

New obfuscation method. Currently, I am designing an
experiment where I propose to re-purpose masks, emojis,
and clip-arts, which are already popular in photo-sharing
platforms, as utility-preserving obfuscations.

Bystander Detection. To further improve bystander-detection
accuracy, I am continuing to experiment with other features,
such as activity and interaction among people in a photo.

Designing new behavioral interventions. To better un-
derstand how people make photo-sharing decisions so
that we can design appropriate and effective interventions
to influence those decisions, I am designing an experi-
ment in lab-settings. My plan is to collect data about eye-
movement, pupil dilation, and heart rate while participants
view and share photos. I believe these data will improve
our understanding of i) on what objects people focus in a
photo, ii) the effects of photo-content on emotional arousal,
and iii) the association between emotional states and photo
sharing behavior.

Conclusion
Online social networks provide immensely helpful services
toward society, but also pose great privacy and security
risks toward the consumers. With my research, I aim to
promote safe and healthy interaction in the online space
by understanding the human decision-making process and
building tools and technologies that encourage and facilitate
privacy-preserving, respectful, and beneficial behavior.
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