Understanding Utility and Privacy of Demographic Data in Education Technology by Causal Analysis and Adversarial-Censoring

Abstract: Education technologies (EdTech) are becoming pervasive due to their cost-effectiveness, accessibility, and scalability. They also experienced accelerated market growth during the recent pandemic. EdTech collects massive amounts of students’ behavioral and (sensitive) demographic data, often justified by the potential to help students by personalizing education. Researchers voiced concerns regarding privacy and data abuses (e.g., targeted advertising) in the absence of clearly defined data collection and sharing policies. However, technical contributions to alleviating students’ privacy risks have been scarce. In this paper, we argue against collecting demographic data by showing that gender—a widely used demographic feature—does not causally affect students’ course performance: arguably the most popular target of predictive models. Then, we show that gender can be inferred from behavioral data; thus, simply leaving them out does not protect students’ privacy. Combining a feature selection mechanism with an adversarial censoring technique, we propose a novel approach to create a ‘private’ version of a dataset comprising of fewer features that predict the target without revealing the gender, and are interpretable. We conduct comprehensive experiments on a public dataset to demonstrate the robustness and generalizability of our mechanism.
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1 Introduction

Many forms of educational technologies (EdTech for short)—ranging from simple online portals to sophisticated AI-enabled applications for smart learning, remote tutoring, and proctoring—are now becoming ubiquitous in educational institutes across the world. The recent pandemic has necessitated inventing new technologies as well as adapting existing ones to fulfill educational purposes. Although many of these technologies were invented as a response to an emergency, they will remain in use in the post-pandemic world, inspire other novel technologies in this domain, and further accelerate the growth of EdTech’s worldwide market [53, 72]. According to one estimate, EdTech growth will nearly double by 2025, with an estimated expenditure of $404 billion [47].

The potential for a huge market has attracted many technology development companies to develop web-based interfaces as well as applications for personal computers and mobile platforms [1, 13, 16]. Simultaneously, tech giants like Google and Facebook are creating customized versions of their products and services targeting educational institutes, teachers, and learners at all levels. Google Classroom [35] has doubled its number of users since the pandemic began [34, 58]. Facebook has recently released Facebook for Education [27]—a collection of courses, tools, and resources for learners in both K-12 and higher levels of education. EdTech provided by Google and Facebook are hailed for their usability and are lucrative to institutional administrations for being cheaper than other alternatives [4, 58]; consequently, they are being increasingly integrated into educational processes and playing a much larger role in learning and teaching practices than simply being a tool to deliver education [37].

EdTech does not only provide interfaces to facilitate educational processes but also continuously collects multimodal data about students’ interactions with them. For example, learning management systems (e.g.,
Canvas\textsuperscript{1}) log students’ actions when they access course materials using the portal, and remote proctoring systems (e.g., Proctorio\textsuperscript{2}) continuously collect audio and video data during remote exams. The availability of such big data has inspired new research directions, such as Educational Data Mining (EDM) and Learning Analytics (LA), and researchers have spent enormous efforts to harness the power of this data using machine learning and data mining techniques. Some of the most popular prediction tasks using educational data include predicting students’ course performance (e.g., [91]), identifying students at risk of dropout (e.g., [28]), clustering students in terms of what strategic behaviors they adopt (e.g., [3]), and detecting cheating behaviors during remote exams (e.g., [6]). See recent survey papers (e.g., [21, 51, 71, 78]) for details on the current state of the art machine learning models for each prediction task and what types of data are combined (e.g., demographics, background, and log data) to train those models.

Not surprisingly, concerns regarding risking students’ privacy by collecting and storing such vast amount of data are growing, particularly fueled by past data breaches [57], as well as EdTech companies’ data collection and sharing practices [58, 63, 94]. For example, Klose et al. lists several data breaches and hacks involving companies providing EdTech, leading to millions of students having their identifying and other sensitive data exposed [57]. The data were sold in the black market, used for tax fraud or unlawfully extorting money in exchange for financial aid, and in one case, the breach led to a student’s death [57]. Besides data breaches, EdTech companies’ practices of data collection, storage, and sharing with ‘business partners’ were called into question by numerous researchers and privacy activists [63, 94]. Google faced lawsuits for using students’ data for advertising purposes, even though their terms of use did not allow such usages [43]. Google classroom also provides APIs (application programming interfaces) for third-party developers, who can integrate their applications to Google classroom and may have access to students’ data [37]. Facebook for education is integrated with other products owned by Facebook, such as Instagram, and Facebook ad for education [26]. Triangulating cross-platform data facilitates identification of students even if the original data were deidentified, as well as inferring students’ demographic information and behavioral patterns, which might be used for profiling based on demographic characteristics, threatening students’ privacy and autonomy.

While public sharing of students’ (anonymized) data for research purposes can accelerate scientific progress, it may also increase privacy risks [15, 95]. This heightened fear of violating students’ privacy, coupled with the instantiating of stricter privacy laws (such as the General Data Protection Regulations, GDPR, in Europe), discouraged publicizing learning analytics datasets [46, 55]. Indeed, in a recent survey of public MOOC datasets, Lohse, McManus, and Joyner noted that most research papers on learning analytics experiment on proprietary datasets, and no dataset has been made public since 2016 [62]. But concerns regarding data collection and their (improper) uses by EdTech companies remain. Harvesting as much data as possible, including demographic information such as gender and age, is usually justified by the promise of better learning analytics that may improve the learners’ experience. Students’ demographic attributes are privacy sensitive as they can be used to profile students and target them for surveillance (section 2.2). While such aggressive mining of students’ data has been heavily criticized, technical contributions from the research community to reduce the amount of data collected have been inadequate.

In this paper, we make a case against collecting students’ demographic attributes that are privacy sensitive (e.g., gender), and using them to train predictive models. We also propose technical means to prevent inferring such attributes from students’ behavioral data while allowing to build learning analytical models. Concretely, we make the following three contributions:

- Using causal inference methodologies, we demonstrate that students’ gender—a widely used feature to train models to predict, e.g., students’ course performance—does not have any causal effect on students’ course performance. Our analyses suggest that gender’s predictive value may be due to spurious correlations with the outcome(s) and thus not causally relevant to predictive modeling of students’ performance in educational courses.

- We demonstrate that students’ gender can be inferred based on how they interacted with course materials. Thus, simply not collecting such attributes is not enough to prevent profiling students based on demographic factors. We evaluate an adversarial training-based censoring technique to remove gender information from students’ behavioral data. This technique transforms input features (i.e., behavioral data) into an intermediate representation. The adversarial training procedure removes infor-

\textsuperscript{1} https://www.instructure.com/canvas
\textsuperscript{2} https://proctorio.com
mation about gender from the transformed features, but preserves information about the target (e.g., course performance) outcome. Thus, these features can be used to train new predictive models without risking students privacy.

We make methodological contributions in identifying a subset of interpretable features that are enough to predict students’ course performance with high accuracy while preventing gender inference. We formulate the feature selection problem as a combinatorial optimization problem. The exact solution of that problem is intractable. We propose a novel approach to obtain an approximate solution where we combine the adversarial censoring mechanism with a feature selection technique that was implemented as the input layer of a deep neural network-based predictive model. We devised a custom penalty function to apply in the input layer; the function fulfills dual purposes: i) it constrains some model parameters in the input layer to take the on value of zero so that associated features will be left out, and ii) it constrains the remaining features to take on the value of one so that those features combine themselves in interpretable ways. Our method retained a few features, which can predict performance with high accuracy and do not reveal gender information. These features are also interpretable: it is easy to review them and how they combine to gain an intuitive understanding of what features (or combinations of features) are important predictors for a given target task. Additionally, educational experts may audit the selected features and examine if they match their expectations regarding the association between students’ behaviors and performance. Finally, since the size of the final set of features is small (with high predictive power), our approach permits building simpler models (e.g., logistic regression), which are easier to understand and explain. We make our methods’ implementation public.\(^3\)

We employ our methods on a learning analytics dataset containing students’ interactions with course materials along with some demographic attributes (see section 3.1 for the details on the dataset). Our findings strengthen the case for data minimization in this emerging field of building AI-enabled educational technologies. In particular, educational institutes may re-evaluate the necessity to use demographic information (since they may not have a causal effect on the outcome) and may prohibit their collection by EdTech companies while initiating a service contract. Our technical contributions further help to minimize the amount of data collected for predictive purposes. Finally, our approach results in an intuitive feature set and simpler models, enhancing the explainability of predictive models in education technologies.

2 Literature review

2.1 Educational data mining and learning analytics

As web-based technologies such as learning management systems (LMS) were integrated to facilitate educational processes, they opened the door to huge scale learning analytics (LA)—collecting and analyzing students’ data to better understand and optimize the learning process and the environment. Education technologies are increasingly getting AI-enabled, where predictive models that are trained on students’ data are integrated with these tools. Some of the most common predictive tasks include course performance prediction (see recent research [50, 91] and survey papers [42, 54, 71], predicting the probability of dropping out from a course (see [28, 50, 87] and survey papers [65, 76], students’ attention and behavior prediction [54, 73, 97], as well as detecting students’ cheating behaviors during remote exams [17, 88].

2.2 Concerns for students’ privacy

Concerns related to students’ privacy and autonomy have been at the center of the debate on whether EdTech should be deployed in educational institutions [5, 8, 48, 52, 82]. Students’ data may be shared among multiple stakeholders including educational institutes and companies providing EdTech [82]. Additionally, third-party applications are integrated with LMS (such as Canvas) for “frictionless” data collection and sharing [64]. Fiebig et al. reported that higher educational institutes are increasingly relying on third-party vendors to collect and store institutional data [29]. The authors noted that this over-reliance may have adverse consequences that go beyond individuals’ privacy. In their recent paper, Marachi and Quill cautioned that educational in-

\(^3\) https://github.com/rakib062/EdTech-PETS
stitutions are ill-equipped to protect students from data harvesting and exploitation [64]. In line with the seminal work on a taxonomy of privacy violations by Solove [83], Reidenberg and Schaub identified different short- and long-term harms that may be caused by mining students’ data and then connected them to the taxonomy [79]. The harms may be caused by excessive information collection, processing, dissemination, and invasion [83], and include students’ identification, profiling, surveillance, and online harassment [79].

Many educational institutes and EdTech providers anonymize data before collecting, processing, or publicizing data to protect students’ identities. But anonymized data from multiple sources can be combined to identify students. Yacobson et al. mined temporal patterns from de-identified student log data and identified the physical classes and schools with the help of publicly available school data [95]. Chen et al. identified 42% of the learners in a dataset on social media [15]. Students’ demographic data, combined with other data sources, may reveal students’ identity [86, 95]. In the T3 project, students’ anonymized Facebook profile data identified many individuals as being the only Harvard freshman student from a certain state or county [57]. Gursoy et al. classified gender and age as quasi-identifiable attributes that can be combined with other information to identify an individual, and GPA and enrolled courses as sensitive data that students do not want to share with third parties [39]. Many researchers thus advocate not publishing students’ demographic information and limiting the amount of metadata or additional information when publicizing anonymized student data for research [11, 57, 95], i.e., following a data-minimization principle [60].

### 2.3 Using demographic data in EDM

While demographic attributes increase students’ risks to privacy harm, they are frequently used as features in predictive models. Paquette et al. surveyed 385 research papers on educational data mining that were published in the previous five years (2015–2019, inclusive) and found that 15% of these publications used demographic variables in EDM [74]. However, the effects of demographic factors (e.g., students’ gender and age) on outcome variables (such as course performance and dropout probability) have been largely minor and sometimes inconsistent. For example, Leal et al. found a negative effect of gender (female) on course completion in one sample of data, but the effect was positive in another sample [36]. Focusing on the students who completed an online course, Chen et al. found no difference based on gender and age in learning behaviors [14]. Demographic factors’ predictive power may be attributed to spurious correlations with outcome variables; the correlations may vary based on the data sample, causing instability in trained models. Evidence of only spurious correlation between demographic attributes on outcome variables (or equivalently, the absence of any causal effects of the former on the later) strengthen the case against collecting students’ demographic data. Unfortunately, we did not find any published research investigating these phenomena.

### 2.4 Privacy preserving learning analytics

Concerns regarding privacy harms and fair/ethical use of students’ data resulted in several initiatives to create or update local and international regulations [46], which may have attenuated the initial excitement regarding learning analytics [23]. Drachsler and Greller provided an eight-point checklist to follow to facilitate a trusted implementation of Learning Analytics [23]. Reidenberg and Schaub proposed policy recommendations for built-in privacy and accountability in learning technologies [79]. Inspired by methodologies in user-centered design, Ahn et al. engaged with K-12 educators to surface how privacy, transparency, and trust interplay in specific settings and how educational technologies can address these dynamics [2]. Technical contributions to achieve these goals, however, have been scarce; we could identify very few research contributions focusing on privacy-preserved learning analytics. Gursoy et al. provided a proof-of-concept implementation of a privacy-preserving interface to access students’ data records [39]. Bosch et al. proposed a method to automatically redact students’ private information (such as name, location, and contact number) from forum posts so that the sanitized data might be released for research purposes [10]. Recognizing the benefits of sharing students’ data for research, Bautista and Inventado proposed publishing synthetic data created by generative adversarial networks (GANs) that were trained on real data [9]. Guo et al. proposed to use federated machine learning to build learning analytics using data from multiple educational institutes without actually sharing the data [38].
2.5 Censored representation learning and Constrained optimization

Different from the above-mentioned works, we aim to reduce privacy risks in learning analytics by censoring feature representations and removing features that are not essential for the target prediction task. We review prior works related to the techniques—adversarial training and constrained optimization—we used to achieve our goals.

Edwards and Storkey proposed an adversarial training scheme to transform intermediate feature representations in a way to remove associations between a (sensitive) attribute and the target variable (i.e., outcome variable of a model trained on the features) [24]. Later works used this idea for data with various modalities, including text [25], image [40], and sensor data [49]. Ganin and Lempitsky used adversarial training to remove information about the source from where data was generated [33]; the goal was to create a domain-invariant representation of the input features so that the model generalizes over multiple distributions of input data. The authors implemented the training scheme as a standalone neural network layer, named "gradient reversal layer" [33], which we use in our implementation of adversarial training.

We combined a constrained optimization technique with adversarial training to binarize our model’s parameters. Forcing parameters to take only binary values (e.g., -1 or 1) was first proposed by Courbariaux et al. [19]; they set parameter values deterministically (e.g., using the sign function) or stochastically (e.g., using a probability function of the actual parameter value). This approach was later extended to also binarize the output of activation functions [18]. These prior works binarized parameters and activations to train models more efficiently [18, 19]. In contrast, we binarize parameters for feature selection. Moreover, unlike previous works, we used a penalty function to binarize parameters instead of setting binary values deterministically or stochastically.

3 Methods

We apply our methods on a learning analytics dataset containing students’ demographic information, interactions with course materials, and course performance (section 3.1). We show that gender lacks a causal effect on course performance (section 3.3) following a matching-based causal inference procedure [85]. But simply leaving out gender information does not protect students’ privacy: we built machine learning models that can infer students’ gender from their behavioral patterns as logged by learning management systems (section 3.4). To prevent gender inference, we employed an adversarial training procedure that creates an intermediate representation of behavioral data by censoring gender information (section 3.5). Finally, we propose a penalty function and employ it in a constrained optimization setting to identify an interpretable feature subset that best balances privacy-utility trade-offs (section 3.6).

3.1 Dataset description

We used the Open University Learning Analytics Dataset [59] (OULAD)—one of the most widely used datasets in Educational Data Mining (EDM) and Learning Analytics (LA) research (see the paper by Waheed et al. [91] for a list of earlier works based on this dataset). OULAD was created by Open University, the largest distance learning institution in the United Kingdom, and contains information about 32,593 students who participated in 22 courses in 2013 and 2014. Courses typically lasted for approximately nine months, and students were assessed through several assignments and one final exam. OULAD contains students’ demographic data (e.g., gender, age group, and the highest level of education), background information (e.g., whether a student took a course previously), and interactions with course materials through a virtual learning environment (VLE). The interactions were recorded as the number of clicks. Interactions were grouped in 20 categories, such as visiting course home- or sub-pages, completing quizzes, and participating in forum discussions. Students’ final performance was grouped into four classes: distinction (3,024), pass (12,361), fail (7,052) and withdrawn (10,156). For a complete description of the dataset, please see the original publication [59].

3.2 Preprocessing and feature selection

Since some students participated in multiple courses (or repeated the same course more than once), we kept their interaction data for only one (randomly selected) course and removed data for all other courses. That step retained data from 28,785 students. Next, we removed students for whom no interaction data was recorded. Our final dataset contained interaction logs for 25,245
students, with the following course performance distribution: distinction (2,645), pass (10,883), fail (6,264) and withdrawn (9,043). We extracted summary statistics from this dataset to use as features to train models; the feature selection was done following prior works (based on OULAD and other datasets) as described below and summarized in Table 1.

Following Waheed et al. [91], we computed the total number of interactions with each type of course material. This step yielded 20 features, corresponding to the 20 types of interactions, that may collectively proxy for students’ ‘engagement’ [36]. OULAD does not contain information about (study) sessions, which was defined by Tough [90] as “a period of time devoted to a cluster or sequence of similar or related activities, which are not interrupted much by other activities,” and was identified as an important predictor of learning outcomes [22]. We imitate this idea by treating all interactions with a certain type of material that happened consecutively in a single day as belonging to a single ‘session’, indicating focused period on a single task. Then, we compute the total number of sessions for each type of material throughout a semester, resulting in another 20 features.

Persistence, which captures the extent to which a student continues an activity for a long period, is another long-studied characteristic of students [66]. Students’ persistence has been measured in different ways: Whitehill et al. categorized students as persistent who interacted with the course at least once a week [92], while Crues et al. identified three levels of persistence (low, medium, and high) based on the number of weeks students worked in the course [20]. We took a more nuanced view of persistence by identifying patterns of uninterrupted interactions with course material. We define a ‘Block’ as the number of consecutive weeks a student had at least one session with study material every week, i.e., there was no ‘break’ in interactions. We counted the number of such blocks of interactions, the maximum, minimum, and average length (in weeks) of the blocks, and the variance of the block lengths.

Features related to course material coverage, e.g., the number or percentage of quizzes attempted, were found to be useful in predicting students’ performance [12, 31, 61, 77]. Prior research also reported that features related to exercises were more predictive than other click-stream data [67]. Thus, for each type of course material, we computed what percentage of items in that category a student interacted with. For example, the percentage of external materials reviewed and the percentage of quizzes submitted. There were 20 such features; collectively they indicate the coverage of course material by a student. Combining all types of features, there were 65 features in total.

3.3 Estimating the causal effect of gender on course performance

Machine learning-based models that accompany EdTech are usually evaluated in terms of their predictive accuracy. Individual feature’s predictive power is assessed by its strength of association with the outcome(s) of interest, regardless of its ability to change the outcome (i.e., causal effect). This approach is problematic when the predictors include sensitive demographic information, as this approach incentivizes collecting such sensitive data without carefully considering their actual (i.e., causal) influence on the outcome. In this section, we first estimate how strongly gender associates with course performance in the original sample of students. Then, using a matching-based procedure, we identify pairs of students with comparable characteristics. Finally, we investigate whether the previously observed association indicates a causal effect using the matched sample.

Estimating association between gender and performance. We assessed the association between gender and course performance by conducting Pearson’s chi-squared test [93] that measures association between two categorical variables. Both gender and course performance were represented as binary variables (i.e., two categories). In our sample, 13,374 (52.9%) and 11,871 students self-identified as males and females, respectively, and 13,471 (53.4%) passed the course while 11,774 failed. We found significant association between gender and course performance: $\chi^2(1) = 79.85$, $p < 0.00001$, indicating that gender might be a useful predictor of course performance. Next, we investigate whether this association was causal.

Estimating gender’s causal effect. Under the potential outcome framework of causal effects [81], gender’s causal effect is the amount of change in the outcome (i.e., course performance) that will be observed by intervening on (i.e., changing) gender, holding everything else (i.e., covariates) constant. In other words, if pairs of students with different genders were ‘similar’ in terms of covariates (in this case behavioral patterns and engagement with course materials), but performed differently in the course, then the difference in their performance may be attributed to their gender. If there is no such difference, then gender lacks any causal effect on the course performance. Below, we describe the matching-
<table>
<thead>
<tr>
<th>Feature type</th>
<th>Description</th>
<th>Example</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>Features indicating the total number of interactions with a certain course material such as quizzes.</td>
<td>Total number of interactions while submitting quizzes</td>
<td>20</td>
</tr>
<tr>
<td>Focus</td>
<td>Features indicating the number of sessions a student spent on a certain course material throughout the semester.</td>
<td>Number of sessions spent on the course resource page</td>
<td>20</td>
</tr>
<tr>
<td>Persistence</td>
<td>Number of ‘blocks’ (i.e., period of continued efforts); and the minimum, maximum, average, and variance of the blocks’ length.</td>
<td>Visited the course homepage at least once every week for 4 weeks (i.e., block length is 4 weeks)</td>
<td>5</td>
</tr>
<tr>
<td>Content coverage</td>
<td>The percentage of course material in each of the 20 categories were covered by a student.</td>
<td>Submitted 80% of the quizzes</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1. Feature types and their descriptions with examples.

Based on the described procedure we followed to find pairs of ‘similar’ students who differ in gender.

**Matching.** Balancing covariates by matching pairs of ‘similar’ data samples is one of the widely used methods to make causal inferences from observational data [85]. Similarity between two data points can be estimated using distance-based or propensity score-based metrics. We measured similarity between pairs of students based on their behavioral patterns (i.e., the features computed from the interaction log). We employed Mahalanobis distance [85] in the feature space as the similarity measure (where smaller distance means more similar). Mahalanobis distance-based matching attempts to approximate fully blocked randomized experiments [44] and is preferred to other approaches (such as propensity score-based matching [56]); but this metric may suffer from the ‘curse of dimensionality’ if too many covariates (i.e., features) are used [85]. Thus, we reduced the dimensionality of the feature set to 13 as detailed below.

**Reducing feature dimension.** Using principal component analysis (PCA), we reduced the 65-dimensional features to 10-dimensional features. While conducting PCA, initially, we extracted 20 components, and then plotted the amount of variance explained by each component and the cumulative variance explained (i.e., scree plot [30]). We applied the elbow method [30] on this plot and retained 10 components. These 10 components are the new features, which are linear combinations of the original features and collectively explained 70% of the total variance in the original data. In addition to these 10-dimensional interaction features, three other features related to students’ background and history were included as covariates in the matching procedure: the number of credits taken by a student, whether a student repeated a course, and the highest level of education a student had prior to enrolling in an online course.

**Results of matching.** After determining the 13 features to use for matching, each student was paired to another student (who differed in gender) based on the Mahalanobis distance between them in the 13-dimensional feature space (i.e., nearest neighbor matching). We used R package MatchIt [45] with repeated matching enabled (i.e., one control subject can be paired with multiple treated subjects) to reduce the aggregated distance between matched pairs. This procedure matched 5,027 male students to 11,871 female students. We assess the quality of the matched sample in the following paragraph.

**Assessing the quality of the matched sample.** Matching procedures aim to find pairs with a similar distribution of covariates, i.e., reduce the difference in covariate distributions of the two groups being matched. Thus, the quality of the matched samples can be assessed by examining how similar the covariate distributions of the two groups become after the matching. Standardized mean differences (SMD) in the covariates between two groups is a widely used metric for that purpose [98]. Figure 1 shows the SMDs in the behavioral patterns between male- and female-identifying students, both before and after matching. For all covariates, the standardized mean differences in features between the matched samples are close to zero and much smaller than the differences between the unmatched samples. Thus, the matching procedure successfully identified pairs of ‘similar’ students who differed only in gender.

**Estimating the causal effect of gender.** In the matched sample, students who were paired differed only in their gender. Thus, in this sample, any observed differences in course performance across genders could be attributed to gender (i.e., causal effect of gender). To investigate if the previously observed difference in course performance across genders is present in this matched sample, we again computed the association between
those two variables. This time, we used McNemar’s test, since the sample is now paired [7]; and found no significant association between gender and course performance ($\chi^2(1) = 0.31, p > 0.05$). This result suggests that the previously observed association was not causal.

Conclusions. Based on the above findings, we hypothesize that association without causation is more common in learning analytics than one might realize. This is because causal inference methods such as matching, which are usually employed to show the existence of a causal effect (e.g., [41]), assume no unobserved confounders (i.e., the ignorability assumption [85]). This assumption may not hold in practice, but the effects may be accepted as causal if they are not very sensitive to unseen confounders (e.g., demonstrated through sensitivity analyses [80]). In our case, we demonstrated the absence of any causal effects of gender under the ignorability assumption. When this assumption does not hold or the identified effect is weak, it may be too sensitive to confounders, making association disguised as causation commonplace. Thus, we strongly argue against collecting demographic data without specifying their purposes (such as prediction) and verifying their (causal) relevance to those purposes. Additionally, one reason to build predictive models is to help students by interventions [69]. But, there may be no meaningful way to intervene on a variable that does not have a causal effect on the outcome (i.e., varying the variable does not change the outcome), further strengthening the case against demographic data collection.

3.4 Inferring gender from behavioral features

The previous section demonstrated a null causal effect of gender on performance, which could be used to argue against collecting students’ demographic information. However, such information might be encoded in behavioral patterns and inferred from interaction data. In this section, we demonstrate how machine learning models can be used to infer students’ gender based on how they interacted with course material. We demonstrate gender inference using both simple logistic regression and neural network-based models.

First, we trained a simple logistic regression model (using scikit-learn package [75]) with the 65 features described above, following a 10-fold cross-validation approach with 80%-20% train-test splits. Across the folds, the model had an average prediction accuracy of 73.3% on the test sets.

Next, to investigate if more complex models can predict gender with a higher accuracy, we trained a neural network with three hidden layers (with 30, 20, and 10 nodes, respectively). Hidden layer nodes had Rectified Linear Units (ReLU [70]) as the activation function, and the final layer had the sigmoid activation function. We implemented the model using pytorch\(^4\) framework, all (hyper-)parameters (e.g., parameter initialization strategy) were kept in their default values. We used a 10-fold cross-validation method with 80%-20% train-test splits. The model was trained for 15 epochs using the same 65 features. Across the folds, the model had an average prediction accuracy of 76.2% on the test set, which is comparable to the much simpler logistic regression model.

Conclusions. The above results confirm that students’ behavioral data can be used to infer their gender with high accuracy, even by using pretty simple machine learning models. This could bear potentially serious consequences for students’ privacy and safety. The next section explores adversarial censoring as one way to prevent gender inference.

3.5 Preventing gender inference

Ideally, we would like to train predictive models that may benefit the students without risking their privacy. One approach to achieve this goal is creating a new rep-

\(^4\) [http://pytorch.org/](http://pytorch.org/)
presentation of the input features that contains information about the target outcome but leaves out gender-specific information. These transformed features can then be used to train new models to predict the intended outcome, but not to infer gender. We employ an adversarial training procedure that censors gender information from the input features while preserving information about the outcome. A deep neural network model is used in this step whose architecture is shown in Fig. 2. In this network, the feature encoder (the orange block in the diagram) transforms input features into an intermediate representation. There are two hidden layers in the encoder module, consisting of 20 and 10 nodes, respectively. There are two other modules, ‘performance predictor’ and ‘gender predictor’; each of them consists of a 10-node input layer and a single-node output layer.

As before, the output nodes had the Sigmoid function, while nodes in all other layers had the ReLU [70] function as activation. The transformed features from the feature encoder were simultaneously fed to the performance predictor and gender predictor. During training, the goal was to maximize the outcome (i.e., performance in this case) prediction accuracy while minimizing gender prediction accuracy by optimizing the following loss function:

\[ L = L_1(X, Y, \theta_1, \theta_1) - \lambda L_2(X, G, \theta_1, \theta_2) \]  

where \( X \) represents the feature set, \( L_1 \) and \( L_2 \) are the loss functions for performance prediction (\( Y \)) and gender prediction (\( G \)) from \( X \), respectively, \( \theta_1 \), \( \theta_1 \), and \( \theta_2 \) are the parameters in the intermediate layers and the predictive branches, respectively, and \( \lambda \) is a hyperparameter. Consequently, we want to minimize \( L_1 \) while maximizing \( L_2 \). To achieve these goals, we combined stochastic gradient descent with reverse gradient update [33] to train the model. Concretely, during backpropagation, the parameters were updated along the direction of gradient descent for performance prediction, but gradient ascent for gender prediction. Thus, the learned parameters in the feature encoder layer would transform input features in a representation that can be used to predict students’ performance but not their gender. In our implementation of the reverse gradient layer [33], we set \( \lambda \) to 0.3.

One limitation of censoring intermediate representation of raw features is that the transformed representation is difficult to interpreted. The representation is usually high-dimensional, prohibiting their plotting to gain insights. Additionally, if adversaries own auxiliary data that follow the same distribution as the training dataset, in some cases, the transformed features can be de-censored [84]. In the following section, we describe our methodologies aimed to eliminate these two limitations.

3.6 Identifying a **private and interpretable** feature subset that preserves the original feature set’s predictive power

The initial features were inspired by prior works and based on their relevance to the target prediction task. They are easier to interpret than the transformed (i.e., censored) features, but they also reveal gender. This section describes our methods to identify a subset of the initial features that can predict students’ performance with high accuracy without revealing gender. Ideally, we also want the features in the final subset to combine in an interpretable manner when they are propagated through the network. To achieve these goals, we changed the network architecture and training method as follows.

Identifying a smaller subset of features can be achieved by forcing some of the input layer’s parameters to be zero. We also want the remaining features to combine among themselves in interpretable ways as they propagate to the following layer. To this end, we only allowed additive combinations of the features by forcing their corresponding (non-zero) parameters to be one. In summary, we want the input layer nodes to have binary parameters (i.e., 0 and 1) and a linear activation function. This feature selection procedure was formulated as a combinatorial optimization problem with additional constraints: from the feature set \( (X) \), select a subset
(X* ∈ X) that optimizes equation 1 (i.e., minimizes performance prediction loss and maximizes gender prediction loss), where X is the family of all subsets of X. Thus, we arrive at the following constrained optimization problem:

\[
\min_{X} \min_{\theta_1, \theta_2} L_1(X, Y, \theta_1, \theta_1) - \lambda L_2(X, G, \theta_1, \theta_2) \quad (2)
\]

With this problem formulation, we want to simultaneously attain three goals: obtain a subset of features that combine among themselves in an interpretable manner, as well as maintain high accuracy for performance prediction and prevent inferring gender using the selected feature subset. Iterating over X to identify the best feature subset is intractable. Thus, we aim for an approximate solution by introducing a feature selection (FS) layer to the model described in subsection 3.5. Fig. 3 shows the modified architecture of the model including the FS layer consisting of 10 nodes; each node’s output is a linear combination of its input features and parameters. FS’s parameters were constrained to be either 0 or 1 (i.e., a binary constraint). Thus, this layer acts as a feature selector since a zero-valued parameter discards the associated feature. With this formulation, equation 2 becomes

\[
\min_{\theta_1, \theta_2, W} L_1(W X, Y, \theta_1, \theta_1) - \lambda L_2(W X, G, \theta_1, \theta_2) \quad (3)
\]

with the constraint \( w_{i,j} \in \{0, 1\} \)

where W is the parameter matrix in the FS layer with elements \( w_{i,j} \). The binary constraint was realized by regularizing FS layer’s parameters with a penalty function: \( \sum_{i,j} w_{i,j}^2 - w_{i,j} \). The terms under the summation factorize as \(|w_{i,j} - 0| |w_{i,j} - 1|\), and penalizes any value of the parameters other than 0 and 1. Another nice property of this function is that the derivatives around 0 and 1 are symmetric and thus do not introduce any bias. Fig. 4 plots the penalty function with different weights given to it; higher weights increase penalty for the same amount of deviation of the parameters from 0 and 1.

Binarizing parameters serves the two purposes mentioned above. First, if a parameter becomes zero at the end of the training, the associated feature gets discarded, facilitating data minimization through feature selection. Conversely, when a parameter takes the value of one, the associated feature is taken as a whole. Since a linear activation function is used in this (i.e. FS) layer, each node’s output is just a sum of all the ‘survived’ input features. This property of the model may enhance its interpretability, e.g., by observing how features are combined may hint towards collection of ‘interactions’ that jointly suggest some meaningful behavior.

To compensate for the FS layer’s constraint, later layers’ parameters may take arbitrarily large absolute values and render the model unstable. To prevent such instability, all later layers were penalized with \( L_2 \) regularization (with weight \( \beta = 0.1 \)). Combining everything, the final objective function becomes

\[
L = \alpha \sum_{i,j} |w_{i,j}^2 - w_{i,j}| \\
+ \beta (\|\theta_1\|_2^2 + \|\theta_1\|_2^2 + \|\theta_2\|_2^2) \\
+ L_1(W X, Y, \theta_1, \theta_1) - \lambda L_2(W X, G, \theta_1, \theta_2) \quad (4)
\]

The hyperparameter \( \alpha \) was initialized to 1 and increased linearly with training iteration. Thus, as training procedure progresses, the misclassification cost decreases while the penalty for non-binary parameters increases, which forces the network to concentrate more on finding binary parameter values during the later iterations.
4 Results

4.1 Preventing gender prediction

As section 3.5 described, we trained a machine learning model following an adversarial censoring procedure to convert input data to an intermediate representation, which can be used to predict students’ performance with high accuracy but not to infer gender (i.e., information about gender was censored). Table 2 presents this model’s prediction accuracy for performance and gender. The model predicted students’ performance with 89.1% average accuracy across 10-folds \(^5\), while predicted gender with only 53.2% accuracy using the same features. For comparison, we trained two baseline models that predict students’ performance using the original (i.e., uncensored) feature set: one simple logistic regression model and one two-layer (with 20 and 10 nodes, respectively) neural network model. These two models predicted course performance with 87.4% and 89.2% accuracy, respectively. Thus, the adversarial training procedure yielded a gender-censored feature representation that predicted performance with an accuracy comparable to the original features.

The previous section presented high and low prediction accuracy for performance and gender, respectively, when they were predicted simultaneously using the same model that censored gender information. The obtained results match our expectations; however, they could have resulted from the specific model architecture, or the training procedure we adopted, or both. To further validate our results and demonstrate the wider applicability of the censoring mechanism, we decoupled the censoring step from the inference step. That is, we extracted the censored features from the model and used them to train two separate models to independently predict performance and gender, respectively. Since the transformed features are only 10-dimensional, we used a logistic regression model in both cases. The two models predicted performance and gender with 89.3% and 52.5% mean accuracy, respectively. These findings suggest that the censored features may be used to train new predictive models without risking students’ privacy.

4.2 Obtaining interpretable features

This section reports findings from the model described in section 3.6: a neural network with a feature selection layer and a custom penalty function. The model was trained to identify a feature subset that can predict students’ performance but lack gender information. Across 10 train-test splits, the model predicted students’ performance and gender with average accuracy of 85.1% and 52.9%, respectively.

Thus, the model achieved the first two goals: high performance prediction accuracy and low gender prediction accuracy. For our third goal, interpretability of the selected features, we examine the selected features and their combinations in the FS layer.

By examining FS layer’s parameters, we found that seven out of the 10 nodes in that layer had all 0 values (i.e., all input features were discarded). The remaining three nodes also had 0 values for the parameters corresponding to most of the input features. Following features had associated parameters equal to 1 in those three nodes:

**Node 2:** number of blocks, number of sessions visiting course homepage, and percentage of submitted quizzes.

**Node 5:** number of blocks, number of sessions visiting course homepage, and percentage of submitted quizzes.

**Node 8:** number of blocks, number of sessions visiting course homepage, and percentage of submitted quizzes, percentage of external websites visited, percentage of external quizzes submitted, and percentage of assignments submitted.

All nodes share the first three features, and only six unique features ‘survived’ the feature selection process. Recall that the parameters corresponding to these features have values equal to 1, and these nodes had a linear activation function. Consequently, in each of the three nodes, the ‘survived’ features are simply summed and then passed onto the next layer. Each input feature summarize a particular behavior of students. Thus, their combinations, when they are only allowed to be summed together, preserve their interpretive and informative nature. Educational experts may glean insights from these combined features, e.g., how a collection of behaviors impact certain outcomes.

---

\(^5\) we omitted standard deviation because of their small values (< 0.5% in all cases)
4.3 Training new models with the interpretable features

As before, to demonstrate our feature selection methods’ wider applicability, we decoupled feature selection (with censoring) step and inference step. We trained two separate models with the six features to predict students’ performance and gender, respectively. As the number of features is low, we again preferred simple logistic regression models. We conducted 10-fold cross validations with 80%-20% train-test splits in both cases. We found a mean accuracy of 86.5% for performance prediction, and a mean accuracy of 63.5% for gender prediction. Thus, the selected six features can predict performance with the same accuracy as using all 65 features; but unlike the intermediate (censored) features, these six feature can also be used to predict gender, albeit with lower accuracy compared to using all 65 features.

4.4 Training new models with one ‘combined’ feature

The FS layer allowed features to only be summed together. We mimic the process by summing the six features to create a ‘combined’ feature. Then, we again trained two logistic regression models with this ‘combined’ feature to predict performance and gender, respectively. The first model predicted performance with 84.65% accuracy, while the second model predicted gender with only 52.5% accuracy. Thus, the combination of the six features creates a privacy-preserved version of the original dataset; it predicts students’ performance with an accuracy comparable to using all 65 features, while keeping gender prediction accuracy at the chance level.

Conclusions. Our findings show that the adversarial training procedure successfully created a censored representation of the input features. These transformed features may be stored or shared and used to build new predictive models, without risking students’ privacy. Further, our feature selection methodology enhances interpretability by identifying a small subset of the features and constraining them to combine linearly, while maintaining high-performance prediction accuracy and preventing gender inference. Again, the selected features or their combination may be stored and shared for commercial or research purposes without harming students’ privacy.

4.5 Robustness of our methods

Several sources of randomness (e.g., initializing model parameters) exist in the process of training machine learning models. The obtained solution may be unstable if it depends on the configuration in which it was found. To investigate the stability of our constrained optimization method to identify a small set of features reliably (i.e., robust against randomness), we retrained the model 100 times. We ensured a different random initialization of the parameters in every trial and created different train-test splits of the data. The test set accuracy varied by at most 0.2%, and every time the model identified the same six features. These findings demonstrate that our methodology to obtain a private and interpretive feature subset is stable against random variability.

4.6 Generalizability of our methods

We assessed of our methods’ generalizability by applying them to two additional prediction tasks. At first, we kept the target prediction task the same as before (i.e., predicting performance), but focused on a different sensitive attribute: students’ age group. Then, we kept the sensitive attribute the same as before (i.e., gender), but focused on a different target prediction task, dropout probability, which is another important task within the

<table>
<thead>
<tr>
<th>LR-baseline</th>
<th>NN-baseline</th>
<th>Joint prediction with censoring</th>
<th>Predicting separately with censored features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>87.4%</td>
<td>89.2%</td>
<td>89.1%</td>
</tr>
<tr>
<td>Gender</td>
<td>73.3%</td>
<td>76.2%</td>
<td>53.2%</td>
</tr>
</tbody>
</table>

Table 2. Average prediction accuracy of course performance and gender by different models (10-fold cross validation). The first two columns provide results from the baseline models described in section 3.4. The third column presents prediction accuracy of performance and gender when both were simultaneously predicted by a single model by censoring input features. The fourth column shows performance and gender prediction accuracy from two different models trained independently using censored features extracted from the previous model. In both cases, the gender the prediction accuracy drops to the chance level after censoring the feature representation.
learning analytics community [65].

**Inferring age group.** OULAD has three age groups: less than 35 years old (N=20145), 35–55 years old (N=8462), and more than 55 years old (N=178). Since the last group is too small, we merged it with the second group, turning the age group inference into a binary classification problem. To balance the class distributions, we randomly down sampled from the majority (first) group. The resulting dataset contained records of 15,432 students equally divided into the two age groups. We repeated the procedure described above to investigate if age group can be predicted from the interaction data, and adversarial training coupled with constrained optimization can provide an interpretable subset of the features that can predict students' performance while censoring age related information.

As before, we first trained a neural network model to predict students’ age group; it achieved a mean accuracy of 63.4% (26.8% increased accuracy than chance prediction). Using adversarial censoring with constrained optimization achieved an accuracy of 85.5% for students' performance, while reducing age group prediction to 56.1%. The final subset of features contains the following six features: i) number of blocks, ii) number of sessions visiting course homepage, iii) percentage of external quizzes submitted, iv) percentage of quizzes submitted, v) percentage of pages visited related to site information, and vi) percentage of external websites visited. Note that five of the six features were also identified for gender prediction.

**Predicting dropout probability.** In the original dataset, 5,995 students dropped out from the courses, while 19,250 students completed the courses. As before, we randomly down sampled the majority class, and the resulting dataset contained 11,990 students, equally divided into the two classes with 54.5% male identifying students. We applied the same set of procedures as before with the following results.

Recall that, the baseline neural network to predict gender achieved an average accuracy of 76.2%. Using adversarial censoring with constrained optimization, our method achieved an accuracy of 80.9% for dropout prediction (60% improvement compared to chance prediction), while reducing gender prediction to 54.7%. The final set of features contains the following seven features: i) number of blocks, ii) number of sessions visiting course homepage, iii) percentage of external quizzes submitted, iv) percentage of quizzes submitted, v) percentage of pages visited related to site information, vi) percentage of external websites visited, and vii) percentage of files (e.g., tutorials and lecture notes) visited. Again, note the overlap with the features identified earlier.

**Conclusions.** In the above two subsections, we applied our methodology to censor age information while predicting course performance, and to censor gender information while predicting dropout probability. In both cases, our approach successfully identified a private-version of the original dataset consisting of a few (overlapping) features that contain sufficient information about the outcome variable while almost no information about the sensitive attribute. These results demonstrate generalizability of our methods.

### 5 Discussions, limitations, and future work

**Gender does not causally affect course performance.** No difference in course performance across genders was observed for students who had a ‘similar’ educational history and engagement with the course content. This result suggests that any observed differences in course performance between male and female students in the original sample may be due to a spurious association between gender and performance. Our results hold for international students who participated in 22 different courses offered under diverse university programs. Thus, we anticipate similar results (i.e., the null causal effect of gender, and perhaps of other demographic attributes) may hold for datasets collected at other institutes, and recommend against sharing such data (with EdTech companies or publicly) without first assessing their effects on target outcomes.

**Students’ gender can be inferred from behavioral data.** Our models predicted gender from activity logs with an accuracy high enough to raise privacy concerns, even though we used basic model architectures for simplicity’s shake. EdTech companies’ access to much larger and diverse datasets and resources to train more complex models only amplify our privacy concerns. Thus, even if demographic information is not collected directly, EdTech companies may be able to profile students based on inferred demographic factors, and target students, e.g., for advertisements or surveillance, which severely undermines students’ privacy and autonomy.
Privacy-preserved versions of a dataset can be obtained using adversarial censoring combined with a feature selection technique. Our novel approach that combines adversarial censoring with feature selection through a penalty function identified a small subset of the original features that contain sufficient information about the target outcome and almost no information about the censored attribute. Educational institutes may employ our approach to identify an interpretable feature set required for their desired prediction task(s), and only allow collecting those features by the EdTechs they deploy. We also demonstrated that new models trained on the selected feature set had high accuracy for target prediction and low accuracy for censored attribute prediction. Thus, the privacy-preserved version obtained through our proposed techniques may be shared publicly to facilitate progress and reproducibility in scientific research related to EDM and LA. Additionally, our methods yielded small feature subsets; thus, after model building, the features’ individual and collective (since they combine very intuitively) effects on the outcome variable can be examined easily by educational experts to understand their potential causal relevance, which is one of the key goals of LA [68]. Identifying a small feature subset also facilitates conducting controlled experiments through EdTechs to identify causal effects [68], since the number of variables to manipulate becomes much smaller than the full feature set.

Limitations. Empirical evaluations of our technical contributions are limited to one dataset. Unfortunately, we did not find any other public dataset containing similar features and demographic attributes of students. Nonetheless, we demonstrated the generalizability of our approach by applying it to predict a different target variable (dropout probability), as well as to censor a different demographic attribute (age group). Our approach is also robust against randomness, as evident from the results from repeated trials with different initializations of model parameters and train-test splits.

Future directions. An obvious extension of our work is to apply the proposed methodologies to other datasets (both proprietary and as new datasets become public) to censor different sensitive attributes. In this paper, we used causal inference mechanisms to demonstrate that gender lack causal effect on course performance. This same mechanism can be applied to identify features that causally affect a target outcome, and build predictive models only using those features. Research in other domains demonstrated that causal models are more transparent and generalizable, as well as less vulnerable to privacy attacks [32, 89, 96]. We hope that our work will pave the way to causality-based model building in the growing fields of EDM and LA to reduce students’ privacy risks.

Another interesting future research direction could be dealing with attributes that are privacy sensitive and also causally affects the target outcome(s). Such causally relevant sensitive attributes could be replaced by other correlated, non-causal features; future research could explore methods to find such features. Furthermore, future work could expand our work to jointly censor multiple sensitive attributes. Adversarial censoring-based models, such as ours, do not provide guarantees, as they rely on empirical validations. Conversely, differential privacy (DP) provides formal guarantees of privacy protection for a given privacy budget, but is only applicable to prevent leaking of one’s membership to a dataset. Obtaining strong guarantees for issues related to attribute inference remains an open challenge and interesting future research direction.

6 Conclusion

Educational institutes at all levels are deploying EdTech at a rapid pace. In addition to delivering education, such technologies are expanding their roles in other pedagogical and learning practices, such as student assessment. EdTech collects massive amounts of students’ behavioral and demographic data, often justified by the need to develop learning analytics to improve the educational process itself. But these data, particularly demographic attributes, pose serious privacy threats to the students, as they can be profiled and, e.g., targeted for advertisement or surveillance based on their demographic characteristics. As EdTech providers aim for ‘frictionless’ data access by their different services and third-party service providers, inadequate policies and regulations to oversee the storage and sharing of these data have exacerbated the privacy concerns. In this paper, we show that gender—which is often used as a predictor of students’ performance and risk of dropout—is not causally relevant to those outcome variables. While we oppose collecting demographic attributes by EdTech, we also show that these attributes can be inferred from students’ behavioral data with concerningly high accuracy. We propose a novel method to obtain a privacy-preserving version of the original dataset by combining a feature selection technique with adversarial censoring techniques. The ‘private’ dataset contains fewer features
that are sufficient to build predictive models for target outcomes but do not reveal information about the sensitive attribute. We demonstrated the efficacy and generalizability of our approach by applying it to censor gender and age information while allowing building models to predict course performance and dropout likelihood. Our methodology can be adopted to restrict educational technologies to collect only essential features for a given task that do not reveal sensitive information about students. Our approach may also facilitate scientific progress and reproducibility by allowing the publication of a privacy-preserved version of institutional datasets.
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